BLUETRONIX SWARM INTELLIGENCE FOR DATA STORAGE/ RETRIEVAL

Motivation

The amount of data handled by semantic applications is ex-
pected o increase over a bevel manageable by available stor-
age systems. Distributed semantic storage solutions are a
powerful concept to increase storage capacity. We are in the
process of developing a

Self-Organized Semantic Storage Service (54) using swarm
imtelligence to overcome present limitations in storage ca-
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Swarm Intelligence

Swarm Intelligence can be described as decentralized behav-
iolfF of a large numbers of individuals. Example: Ant Caolo-
nias perform efficient food retrieval ("Foraging') as well as
“Brood Sorting” to organize their offspring.

Swarm algorithms make use of many virtual individuals with
limited memory, limited view, and limited lifespan. We have
modeled our storage operations to “be” cooperating swarm

pacity and network dynamics.

Data Placement and Storage

Task: write (m) - Where should “g* be stored?

Swarm Solution: Store similar data items on the same node

individuals.

Result Clustered data storage
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Data Lookup and Retrieval

Task: read (2} on node 1 - How to find “a™ 2
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Swarm individuals follow pheromone
trails left by previous operations.
System Architecture RDF Storage and Retrieval Similarity Metrics
od RDF Triples are stored in the 54 systern by using each tripie Task: Define "similarity” for RDF resources:
Bt Mocs element as a storage “key” for virtual swarm individuals: 1) Syntactic similarity metric
Client AP Easy to compute
' Query Processor store (s, P 0) -> write(s, (P,0)), - Loss of semantic information
_g' . 2 write(s, (5,00), write(d, (3,F)
Event Hendlers sim(<p: foo/1> <p:foo/2>) >
E - — — - SPARQL queries are evaluated by determining the basic sim(<p: foo/1> <p:bar/5>)
Storage Routing — Meighbors graph patterns within the query and dispatching an indi-
e— Parveusms : vidual for each defined component: 2) Semantic similarity metric
Bmniinty Metwork: geis, Chance to exploit RDF structures
I \ SELECT ?r WHERE (?r o:pl ‘aVal'} => - Ontology has to be known
read(o:pl) ;) read(‘aval');
sim{'cat’, 'dog') > sim('cat’, 'cazr')
Distributed Reasoning
S4supp ffortforward-chaini g:Forevery  Asan consider the following axiom: Step -
axiom added to the TBox, a |ndmdual is d read () read (Il
Axioms are matched to assertions using basic lookup op-  PFofeaser n “"i“’"" g "'“““"."““"" A 2 ﬂ ﬂ | a \
erations. Inferred assertions are written back to the store,
making them available for retrieval. The reasoning process 1, oenerare the infarred statements, we havetocom- Stepz;
is subject to the influence of the probabilistic behavior in- pute the intersection of all instances of the two con- M
herent in swarm algorithms. Due to constant change of the  capis this is achieved by retrieving instances of both |
_m“‘Bd triples f‘i“"f_“! is also a CDW"“‘_WS process. Thus,  concepts using the retrieval mechanism. Their inter- Stepr &
inferral of new assertions can take some time, and no guar- section can then be calculated, and the infarred state- ™ / \

antees can be given whether inferred axioms are retrievable
at a cerain time.
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Swarm Solution: Use virtual pheromones to mark paths
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Result: Pheromone trails facilitate lookup

ments are generated and written to the store.
Step 41 write (®)
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